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Abstract
This paper extends Romer and Rosenthal’s approach to separation of power, incorporating the use of vetoes and veto overrides, without sacrificing their explanatory power of policy outcomes. Vetoes are treated as deliberate acts of position taking in executive-legislative negotiation. The model yields comparative statics results and hence empirical implications. These are turned into seven falsifiable hypotheses on veto and override incidence. Five veto hypotheses are then tested with data from American state governments 1979–99. Substantial evidence is found for the specific predictions of the model, including the hypothesis that assemblies controlled by parties with enough seats to override are associated with more, not less executive vetoes. A comparative research design offers advantages over single-case studies.

1 Ploys and stunts

Veto gates of one sort or another are found in democracies worldwide (Lijphart 1999). Combined with periodic elections, they remain the cornerstone protecting citizen rights against encroachments by government authority and promoting compromise in distributive conflict (Madison 1961). This paper argues that the veto can also
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be employed as publicity stunts to capture the attention of distracted voters in the competition for electoral survival.

The veto has received attention from historians and political observers of the Roman Republic (Polybius 1922), Papal conclaves (Evrard 1908), and Antebellum America (Tocqueville 1988), among many others. Despite centuries of interest, vetoes remain paradoxical from a theoretical perspective. Paraphrasing Sir John Hicks, there is no commonly accepted theory of the veto. The main obstacle is that, armed with a theory predicting when a veto will occur and what the outcome will be, the parties can agree to this outcome in advance, and so avoid the costs of a veto. Two explanations of why such bargaining failures come about have been proposed. Both advance the notion that vetoes are not really failures but a different sort of bargaining (Cameron and McCarty 2004 review this literature).

By one explanation, vetoes are bargaining ploys devised by shortsighted politicians in their quest for influence. Bargaining parties often cannot foresee where each other’s limits of acceptable legislation lie, and discover that a proposal is beyond it the hard way, by triggering a veto. In Cameron’s (2000) Sequential Veto Bargaining one party exploits an information asymmetry, using threats and actual vetoes to convey a false image of recalcitrance and thus obtain larger concessions (see also McCarty 1997; Roth 1995:292).

By another, vetoes are electoral stunts devised to communicate with constituents. The veto and its drama value represents a form of inter-temporal bargaining, replacing an obstinate adversary today with a more compromising tomorrow. Elections offer periodic opportunities to let voters settle undecided disputes. In Groseclose and McCarty’s (2001) Blame Game, Congress corners the President to veto expensive proposals popular among constituents. Fiscal responsibility makes presidents pay an electoral penalty for deploying the veto (see also Indridason 2000).

Within this debate, this paper offers an example of EITM. It offers a formal model of vetoes as electoral stunts. It derives empirical implications by yielding comparative statics results from the equilibrium. It turns these into seven testable hypotheses about vetoes and overrides. And it subjects veto predictions to a test with data from American state governments. Four of five hypotheses tested are borne out by the data. The final section discusses the relevance of the findings while defending the need for another model of vetoes as position-taking exercises.
2 Formal model of vetoes (and overrides)

A standard monopoly agenda setter model adapted for the study of inter-branch bargaining (Kiewiet and McCubbins 1988; Romer and Rosenthal 1978), with motivational premises slightly changed, generates the results in the paper. All other assumptions are the same. Stunts is a game of strategy for three players: the legislator (l), the executive (e), and the override pivot (v). Unlike Cameron’s, it is a full information game. At stake is one-dimensional policy—a unit segment of the real line. Players have asymmetric powers to influence policy. The game’s extended form appears in Figure 1. The legislator moves first, making a proposal \( x \in [0, 1] \) or not. If no proposal is made, the game ends with the status quo \( x_0 \) intact. Otherwise the executive moves next, accepting or vetoing the proposal. Acceptance ends the game with policy \( x \) replacing the status quo. But a veto lets override pivot move last, choosing whether to end the game at the status quo, by sustaining the veto, or at the proposal. The game’s outcome, denoted \( \omega \in [0, 1] \), therefore takes one of two values: the legislator’s proposal \( (\omega = x) \) or the status quo \( (\omega = x_0) \).

Nature reveals the value of \( 0 \leq \pi \leq 1 \) at the outset. \( \pi \), the position-taking weight, is a stochastic parameter combining dual motivations to determine how the game will be played. Player \( i \)'s goal is to maximize \( u_i(\omega \mid a) \), utility from outcome \( \omega \) given the game’s combined actions \( a \). Function \( u_i \) is a linear combination of policy gain and the position taken:

\[ 1 \text{Full in the text is a shorthand for perfect, symmetric, certain, and complete information (Rasmussen 1989:45–8).} \]

\[ 2 \text{The key results can be extended to } N \text{-dimensional space, but comparative statics tests derived here cannot.} \]
\[ i = l, e, v \] a player, abbreviated by her ideal point
\[ x, x_0 \in [0, 1] \] the proposal, the status quo in space
\[ i_0 \] player \( i \)'s indifference point vis-à-vis \( x_0 \)
\[ a = (a_l, a_e, a_v) \] a game’s actions
\[ a_i \in A_i \] one action from player \( i \)'s action set
\[ \omega \] the game’s outcome
\[ 0 \leq \pi \leq 1 \] position-taking weight
\[ \tau \] mode of play threshold
\[ \epsilon > 0 \] infinitesimal value

Table 1: Summary of notation

\[
\begin{align*}
\mathbf{u}_i(\omega \mid a) &= (1 - \pi) \times \text{PolicyGain}_i(\omega) + \pi \times \text{Position}_i(a) \quad (1) \\
&= (1 - \pi) \times (\text{Policy}_i(\omega) - \text{Policy}_i(x_0)) + \pi \times \text{Position}_i(a) \quad (2) \\
&= (1 - \pi) \times (\omega - i) + |x_0 - i| + \pi \times (a - i). \quad (3)
\end{align*}
\]

Both Policy and Position are Euclidian functions of the form \( f_i(x) = -|x - i| \), the former mapping outcomes to payoffs, the latter actions to payoffs. PolicyGain compares the status quo to outcome utility differential. The key difference between outcome-contingent and act-contingent payoffs is the way they influence players’s choice of optimal actions.

Full information and the game sequence make actions and strategies virtually alike,\(^3\) so results can be deduced from actions, which feature prominent in the model. Note in Figure 1 that one element in every player’s action set shows support for the proposal ("propose \( x \), “accept”, and “override” for the legislator, executive, and pivot, respectively), the other for the status quo (“don’t propose”, “veto”, and “sustain”). Conveniently, action sets can be formalized by the position taken through each action: \( A_l = \{x, x_0\} \); \( A_e = \{x, x_0\} \); and \( A_v = \{x, x_0\} \). These are what component \( \text{Position}_i(a) \) of utility evaluates.

The equilibrium concept is sub-game perfect Nash. The distinction of three discrete modes of play simplifies analysis: the standard or setter mode \((\pi = 0)\), the lexicographic or campaign mode \((0 < \pi < \tau)\), and the tradeoff/stunts-only mode \((\tau \leq \pi \leq 1)\). The text discusses the standard and lexicographic modes only, under what shall be referred to as the small-\( \pi \) condition, or \( \pi < \tau \). The full equilibrium

\(^3\)The only difference is that executive and pivot strategies are actions conditional on a proposal, eg. “veto given proposal \( x \)”.
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is derived is in the appendix. Small-π leaves position-taking as secondary criterion for choice, making players primarily policy seekers, as in the standard model. This condition, I show below, is not as restrictive as might seem, while delivering several advantages.

2.1 The standard mode

Note that when π = 0, Position cancels out and u_i(ω | a) = PolicyGain_i(ω). Setter is, in fact, a special case of stunts. π = 0 effects no change in the setter game’s unique and well-known equilibrium (Cameron 2000; Kiewiet and McCubbins 1988). I discuss the intuition of the standard result as setup for electoral stunts. Playing as agenda setter, the legislator’s proposal is necessary for policy change. Under the stylized separation of power rules, however, it is insufficient. Proposals necessitate support of at least one other player to succeed in replacing the status quo. The price the legislator pays for this support is policy concessions—moving the proposal towards a partner’s ideal point in order to render it more palatable. When judging opportunity, three general situations can be distinguished: when the price tag to buy support for change is prohibitive; when it is affordable; and when it is zero.

Figure 2a helps illustrate the first. l, e, and v are players’s ideal policies. The status quo’s location guarantees that others find legislator-wished leftward change unacceptable. Therefore in standard equilibrium, unable to please adversaries, the legislator makes no proposal (the figure is meant to illustrate the stunts equilibrium, so ignore the x* -labeled arrow temporarily).

Figure 2b illustrates affordable change, a status quo with room to negotiate. The legislator must ascertain whose support is cheaper—who can be left indifferent vis-à-vis the status quo with least concessions. Pivot support is cheaper in the illustration. Label e_0 indicates executive tolerance: while she would rather be offered policy at her ideal point, threats to veto proposals x ∈ (e_0, x_0) (ie., the base of the smaller triangle, vertices excluded) are cheap talk because no change at all leaves her worse off. The same is true for the pivot regarding segment (v_0, x_0) (the base of the larger triangle). It therefore follows that a proposal x ∈ (e_0, x_0) ∪ (v_0, x_0) is veto-proof: the executive accepts or the veto is overridden. Proposal x = v_0 + ϵ maximizes legislator gains. The executive’s strategic predicament is noteworthy. The proposal is beyond her tolerance, but a veto is futile. In standard equilibrium, she accepts in anticipation of the ugly proposal’s inevitability. This sort of strategic anticipation makes vetoes off-equilibrium-path events (Corollary 1 in the appendix shows this). Stunts builds
Figure 2: When to expect stunts (when $0 < \pi < \tau$). $l$, $e$, and $v$ are players’s ideal points, $x_0$ is the status quo. The executive is indifferent between outcomes $e_0$ and $x_0$, the override pivot between outcomes $v_0$ and $x_0$.

upon this.

Figure 4c illustrates free support, a special case of affordable support. The legislator achieves maximal policy gain without concessions because the executive, in the illustration, finds the status quo uglier than proposal $x = l$.

2.2 The lexicographic mode

Dual motivation kicks in when $0 < \pi < 1$. Unlike $\text{PolicyGain}$, which by evaluating outcomes forces players to rely on strategic foresight, $\text{Position}$ evaluates actions per se, by the position adopted regardless of anything else.

Tensions can arise when choice relies on two criteria, complicating analysis. Figure 2b illustrates. Proposal $x = v_0 + \epsilon$ is veto-proof and therefore feasible, with policy gain for the legislator. But in order to realize this gain, concessions must be made. Proposal $x = l$, on the contrary, is not veto-proof, yet signals the legislator’s true preferences accurately. Is gain or position taking top priority? Formally, the dilemma compares one component of utility under proposal $x = v_0 + \epsilon$ and proposal $x = l$

$$\text{PolicyGain}_i(\omega = v_0 + \epsilon) = 2 \times |v - x_0| - \epsilon > 0 = \text{PolicyGain}_i(\omega = x_0)$$

and the other component
\[
\text{Position}_i(x = v_0 + \epsilon) = -|l - v_0 - \epsilon| < 0 = \text{Position}_i(x = l).
\]

PolicyGain tilts in favor of the first proposal, Position towards the second.

Just how many units of policy are players willing to sacrifice to get a unit of position-taking? Parameter \(\pi\) governs this trade-off, larger values favoring acts, smaller favoring outcomes. In fact, \(\pi\) can always be small enough (given \(x_0\), \(l\), \(e\), and \(v\)) to render Position systematically smaller in magnitude than PolicyGain. Threshold \(\tau\) denotes the limit between \(\pi\)s that are small enough in this sense and those that are not. It is defined in such way that \(\pi < \tau\) implies that \(\pi \times |\text{Position}| < (1 - \pi) \times |\text{PolicyGain}|\), resolving tensions, if any, always in favor of PolicyGain. This simplifies analysis considerably. The Theorem in the appendix solves the stunts game for any value of \(\pi\). Results and hypotheses in the text are drawn from a special version where Nature is constrained to always sample \(\pi < \tau\).

Setting \(0 < \pi < \tau\) makes preferences lexicographic (Fishburn 1974), with Position a secondary criterion that matters if, and only if, \(\text{PolicyGain}_i(\cdot | x) = \text{PolicyGain}_i(\cdot | x_0)\). That is, only when both actions achieve the same policy gain is choice driven by position taking. The implication is simple but extreme: players in lexicographic or campaign mode will never sacrifice policy gain within reach, even if infinitesimal, for the sake of position-taking. Games in campaign mode receive only a nimble of position-taking motivation. Yet it is enough to explain veto and override incidence in equilibrium.

A veto can be expected in two general circumstances. One is when the pivot joins the legislators to impose a new outcome disliked by the executive, as in Figure 2a. The veto does not prevent policy change (it is overridden) yet signals executive dislike for change. The other is when the pivot joins the executive to prevent change wished by the legislator, as in Figure 2b. The legislator cannot produce desired outcomes (to the left of \(x_0\)) but can instead send a hopeless proposal at her ideal, \(x^* = l\), to signal will for change, even though the status quo will remain in place. Although the two circumstances are observationally equivalent—both produce a veto—the expected fate of an override attempt serves to distinguish two different types of vetoes: assembly stunts and executive stunts.\(^4\)

\(^4\)Assembly stunts correspond to Conley and Kreppel’s “type i” vetoes (those on bills originally passed by partisan votes, bound to be sustained) while executive stunts correspond to their “type III” vetoes (those on bills passed by large bipartisan coalitions, bound to be overridden). They only consider type IIIs to signal a position-taking motivation, not type i.
Figure 3: Vetoes, overrides, and the status quo. Equilibrium assumes $0 < \pi < \tau$ in three preference profiles. Panels reveal discrete zones where a given $x_0 \in [0, 1]$ prompts a specific equilibrium proposal ($x^*$), outcome ($\omega^*$), and threshold ($\tau^*$).

3 Results

Results from the small-$\pi$ game are derived here. Within different preference profiles, interest will focus in certain features of the stunts equilibrium: an equilibrium proposal, an equilibrium outcome, an equilibrium path of play from initial to a terminal node in the game tree, and an equilibrium threshold $\tau$ associated with a status quo. Analysis proceeds by gauging the effect that varying $x_0$ has on these features. Some paths of play involve vetoes, others do not, so analysis supplies predictions on when and why to expect vetoes and overrides.

Assuming without loss of generality that the legislator is to the left of the executive (results are symmetric otherwise), three preference profiles deserve consideration: (I)
\( v \leq l \leq e; \) (II) \( l < v < e; \) and (III) \( l \leq e \leq v. \) Figure 3 summarizes results by breaking the policy space, one profile at a time, into mutually exclusive and exhaustive segments or **zones** labeled \( z_1, z_2, \ldots, z_{12}. \) Key for our purpose, status quos within each zone trigger a distinctive set of equilibrium features of interest, different from contiguous zones’s. Consider \( z_1. \) When \( x_0 \in z_1 \) then \( x_0 < l < e \) must be true. So proposal \( x = l, \) by shifting policy rightward and toward the executive’s ideal point, in fact brings her \( \text{PolicyGain}_e > 0 \) and, in equilibrium, accepts it. Equilibrium features for \( z_1 \) include the following triad: proposal \( x^* = l; \) outcome \( \omega^* = l; \) and path propose–accept (I discuss threshold \( \tau^* \) in a while). The game follows that same equilibrium path when \( x_0 \in z_3: \) the status quo is, again, so far from the executive, that she is better-off letting the legislator impose policy at will. Repeating the analysis for the remaining two preference profiles produces the following result (see Corollary 2 in the appendix).

**Result 1** (The no-veto zone) For \( 0 < \pi < \tau \) (games in campaign mode) with \( l \leq e, \) the no-veto zone for profile I is \( z_1 \cup z_3; \) for II it is \( z_4 \cup z_8; \) and for III it is \( z_9 \cup z_{11} \cup z_{12}. \)

Any status quo in the no-veto zone elicits a proposal that is invariably accepted. The next result follows trivially. Corollary 2 in the appendix (the formal version of Result 1) is an if-and-only-if statement, implying that status quos not belonging in the no-veto zone involves the use of the veto. Graphically, expect a veto—an electoral stunt—whenever \( x_0 \) belongs in one of the non-white zones of Figure 3 (see Corollary 3).

**Result 2** (The veto zone) For \( 0 < \pi < \tau \) (games in campaign mode) with \( l \leq e, \) the veto zone for profile I is \( z_2; \) for II it is \( z_5 \cup z_6 \cup z_7; \) and for III it is \( z_{10}. \)

Predictions can be refined to distinguish executive from assembly stunts. Consider \( x_0 \in z_5, \) when \( l < x_0 < v < e \) must be true and executive but also pivot support are prohibitive. The situation is analogous to Figure 2a’s: the legislator takes a position by proposing her hopeless ideal policy that is, in fact, killed. The associated equilibrium path is then propose–veto–sustain, and therefore \( z_5 \) is the **sustained veto zone** of profile II. (It is easy to verify that \( x_0 \in z_{10} \) has the same equilibrium path.) Consider now \( x_0 \in z_7, \) when \( (2v - l) < x_0 \) must be true and therefore the pivot accepts proposal \( x = l, \) rendering it veto-proof. Since \( x_0 < (2e - l) \) is also true, the executive dislikes the equilibrium proposal, as she did in Figure 2b. It is the executive’s turn to show that she prefers the status quo to the inevitable proposal,
pushing the game onto path propose–veto–override. The equilibrium path of play
when \( x_0 \in z_6 \) is exactly the same (with different equilibrium proposal and outcome,
as Figure 3 indicates), leaving \( z_6 \cup z_7 \) as profile II’s **override zone**. Generalizing to
other profiles yields the next result (see Corollaries 3 and 4).

**Result 3** (The override and sustained-veto zones) *For \( 0 < \pi < \tau \) (games in campaign
mode) with \( l \leq e \), the veto zone consists of two mutually exclusive and exhaustive
subsets: the override zone for profile I is \( z_2 \); for II it is \( z_6 \cup z_7 \); for III it is empty;
the sustained-veto zone for profile I is empty; for II it is \( z_5 \); for III it is \( z_{10} \).

Together, results 1, 2, and 3 predict exactly when and why to expect vetoes and
overrides in a stylized system of separation of powers. How small should \( \pi \) be for
them hold—formally, what is the maximum \( \tau \) that condition \( 0 < \pi < \tau \) can support?
To answer, note that, in position-taking matters, the agenda-setter has one important
advantage. To take a position dear to voters, the legislator is free to propose \( x = l \)—
the maximand of **Position**—revealing her preferences with accuracy by poining the
exact location of her ideal policy. Other players can show relative preference for
one or the other alternatives set on the table, \( x \) or \( x_0 \), but cannot act to pinpoint
their bliss policies (unless, of course, one alternative falls on their ideal point). As a
consequence of this asymmetry, regardless of whether the executive and pivot decide
with the **PolicyGain** (at low \( \pi \)s) or the **Position** (at higher \( \pi \)s) component of utility,
their choice criterion is unchanged. The executive’s situation in Figure 2c illustrates.
There remains a good deal of improvement available from proposal \( x = l \) to her ideal
point \( e \), yet foregoing the policy gain in search of position-taking emits the wrong
signal: the veto speaks that she prefers \( x_0 \) over \( x = l \), which is objectively false. The
pivot faces the same limited posturing ability as the executive: available position-
taking acts can only reinforce **Policy** under any \( 0 < \pi \leq 1 \), and therefore \( \tau = 1 \) for
both. In other words, any \( \pi \) is small enough for them.

The agenda setter requires consideration of three cases. In one \( \omega = l \) is beyond
reach but some **PolicyGain**, \( \pi \) can be got through compromise, as when \( x_0 \) belongs
in \( z_6 \) or \( z_{11} \). The legislator could opt to sacrifice the deal and maximize **Position** instead
by proposing \( x = l \). Threshold \( \tau \) divides \( \pi \)s making **PolicyGain** predominate
(in favor of compromise) and \( \pi \)s making **Position** predominate (against compro-
mise). Eq. 7 in the appendix computes the precise value of \( \tau \), reported in Figure 3.
In another case \( \omega = l \) is within reach, as when \( x_0 \) belongs in \( z_1, z_2, z_3, z_4, z_7, z_8, z_9, \) or
\( z_{12} \). **PolicyGain** and **Position** converge on the same choice under any \( 0 < \pi \leq 1 \),
and therefore \( \tau = 1 \). In the last case any **PolicyGain**, \( \pi \) is impossible, as when
\( x_0 \) belongs in \( z_5 \) or \( z_{10} \). No \( \pi \) short of zero restrains the legislator from relying on Position to choose, and so \( \tau = 0 \).

The small-\( \pi \) constraint deserves two comments before moving to empirical implications. Apart from simplifying analysis considerably, the small-\( \pi \) constraint has the desirable property of leaving the standard setter’s policy predictions untouched. Everything that setter explains, small-\( \pi \) stunts explains as well, while also explaining vetoes and overrides as two types of electoral stunts. Setter owes its canonical status to explanatory power, parsimony, and generalizability (Bawn 1999; Cohen and Spitzer 1996; Cox and McCubbins 2005; Den Hartog and Monroe 2011; Gely and Spiller 1990; Gerber 1996; Huber 1996; Kiewiet and McCubbins 1988; Krehbiel 1991; Richman 2011; Shepsle and Weingast 1987; Weingast and Moran 1983 are just some of its applications). It is, for those reasons, one of the better-tested rational actor models, with an impressive empirical record (Cox 1999). So a model, like small-\( \pi \) stunts, that preserves the policy predictions, seems appropriate, hence its choice for the text.

And the small-\( \pi \) constraint is not excessively restrictive. Its removal effects no change in executive and pivot behavior, and does so for the legislator only when she is veto-proofing a proposal with concessions. If \( \pi \geq \tau \) when \( x_0 \in z_6 \cup z_{11} \), then the legislator relies on Position to choose, foregoing the compromise.\(^5\) When \( x_0 \in z_6 \) the consequence will be a sustained instead of overridden veto; when \( x_0 \in z_{11} \) a veto will be sustained instead of a proposal accepted. The removal of the small-\( \pi \) shrinks the override zone while leaving the veto zone unaffected in profile II and swells the sustained-veto zone in profile III. In sum, vetoes become more frequent and overrides less frequent when \( \pi \geq \tau \).

### 4 Empirical implications

A direct test of Results 1, 2, and 3 would require measures of players’s ideal points and the status quo.\(^6\) Over two decades of methodological refinements have produced ideal point estimates for a growing number of assemblies across time and space (Jackman 2000; Jones and Hwang 2005; Londregan 2000; Poole and Rosenthal 1985). But measurement of status quos poses a more formidable challenge, and has lagged

\(^5\)By Eq. 7, threshold \( \tau \) is a linear function of \( x_0 \) in both \( z_6 \) and \( z_{11} \), tending to zero in each zone’s left limit, tending to one in the right limit. So rightward status quo shifts within these two zones rapidly dilute the constraint’s tightness.

\(^6\)The stunts model would also need to be adapted to a bicameral legislature, possibly along the lines of the cartel-pivot hybrid model Cox and McCubbins (2005:177).
behind (Poole 2005). Recent developments in this area (Peress n.d.; Richman 2011) promise a very fruitful venue for future research.

This section proposes an less direct test instead. Assume now that the status quo is a random variable, yielding comparative statics results. These will be turned into testable propositions with the help of auxiliary premises. For simplicity, a uniform, common-knowledge probability density is assumed: $x_0 \sim U(0, 1)$—the status quo could be anywhere is space with same probability at the start of the game, setting up an extremely simple scenario. But the argument actually extends to any continuous density with positive support in $[0, 1]$\(^7\). Results 1, 2, and 3 naturally extend into precise predictions of veto and override probabilities. Refer back to profile I of Figure 3 to illustrate. A veto will not take place when $x_0 \in z_1 \cup z_3$, but will when $x_0 \in z_2$. It follows that the probability of a veto in profile I is the probability that $x_0 \in z_2$: $Pr[y^*(x^*) = x_0 | v \leq l \leq e] = Pr[x_0 \in z_2]$. And, by the uniformity assumption, $Pr[y^*(x^*) = x_0 | v \leq l \leq e] = 2e - l - l = 2(e - l)$. Probabilities of vetoes and overrides can be computed likewise for any preference profile.

For comparative statics results, note that, in profiles I and II of Figure 3, ideal point $l$ limits the veto zone on the left and $2e - l$ on the right; and that, in profile III, the limits are $l$ on the left and $e$ on the right. In all cases, the veto zone’s size (which, we know, is proportional to the probability of a veto) depends directly on the distance $\|l, e\|$. Thus, a veto becomes more (less) probable as $e$ is farther from (closer to) $l$.

Note next how shifts in ideal point $v$ have a more complex effect, depending on preference profiles. On the one hand, $v$ shifts have no effect on the veto zone’s size so long as $v$ remains confined, in its drift, to the bounds of a given preference profile—in other words, if $v$ does not “jump over” any other player’s ideal point. Refer to Figure 3. In profile I, $v$ is outside (to the left of) the corresponding veto zone, whose size remains unaffected by shifting $v$ closer to or farther from its left bound ($l$). This remains true so long as $v$ does not jump over this left bound, which would bring us into profile II—from $v \leq l \leq e$ into $l < v < e$. In profile II, $v$ lies within the veto zone, dividing the latter into the sustained-veto and override zones. Pulling $v$ towards $l$ increases the share of overrides, pulling $v$ towards $e$ decreases it; in any case, the

\(^7\)A more sensible approach is Cox and McCubbins (2002). Nature deals a common-knowledge random shock affecting the status quo at the start of each legislature: $x_{0,t} = x_{0,t-1} + \text{shock}$. The implication is that time $t$'s status quo at will be located closer to last period's with higher likelihood than elsewhere. If, however, shock's probability density falls monotonically beyond last period's status quo (as, apparently, their model assumes), comparative statics are identical to those in the text.
outer bounds of the veto zone itself remain unchanged. Lastly, any $v$ in profile III lies outside (to the right of) the veto zone, again leaving its size unaffected.

On the other hand, $v$ has a substantial effect on the veto zone when it changes from any slot to the right of $e$ to any slot to the left of $e$—when $v$ jumps over $e$, changing from profile III to profile II or from profile III to profile I. This effect is visible in Figure 3: holding $l$ and $e$ fixed, the veto zone in profiles I and II is twice the size of the veto zone in profile III. In profiles I and II the agenda setter makes concessions (when necessary) to the pivot, whose preferences are more congenial than the executive’s, rendering a veto threat harmless policy-wise (but pushing the executive to perform stunts). The situation is different in profile III, where the agenda setter targets the executive with concessions (when necessary), offering her policy gain that she does not refuse (regardless of $\pi$, as discussed above).

The effect of $v$ shifts on the probability of a veto is therefore discontinuous. It remains constant so long as $v$ does not jump over $e$ in its slide along $[0, 1]$. It experiences a substantial, discrete drop (increase) in size when $v$ jumps over $e$ to its right (left). One implication of this, somewhat complex, effect is that the veto zone never shrinks in size as $v$ gets closer to $l$. The following hypothesis puts together the comparative statics uncovered so far.

**Hypothesis 1 (The incidence of vetoes)** When the game is in campaign mode and $l \leq e$, the probability of a veto is inversely proportional to $l$, directly proportional to $e$, and never directly proportional to $v$. Formally, letting $r$ stand for the incidence rate of vetoes over $N$ proposals:

$$\frac{\delta r}{\delta l} < 0; \frac{\delta r}{\delta e} > 0; \text{ and } \frac{\delta r}{\delta v} \leq 0.$$  

Inequalities reverse when $l > e$.

When studying individual proposals, a higher veto incidence rate implies a higher probability that a randomly chosen proposal is vetoed; when studying aggregate proposals, it implies a larger number of vetoes.

In the case of overrides, all three ideal points (not just $v$) interact with the preference profile to produce effects. Under profile I, the override zone shrinks as $l$ moves rightward; it grows as $e$ shifts rightward; and it is unaffected by $v$. Under profile II, it is unaffected by $l$; it grows as $e$ slides rightward; and it shrinks as $v$ moves rightward. Under profile III, the override zone is empty, hence remains unaffected by $l$, $e$, and $v$. Finally, when $v$ jumps over to $e$’s right there is a discrete drop in the size of the
override zone, as in the previous paragraph. The next hypothesis puts together this second set of comparative statics.

**Hypothesis 2** (The incidence of overrides) *When players are in campaign mode and \( l \leq e \), the probability of an override is never directly proportional to \( l \), is never inversely proportional to \( e \), and is never directly proportional to \( v \). Formally, letting \( s \) stand for the incidence rate of overrides over \( M \) vetoes:

\[
\frac{\delta s}{\delta l} \leq 0; \quad \frac{\delta s}{\delta e} \geq 0; \quad \text{and} \quad \frac{\delta s}{\delta v} \leq 0.
\]

*Inequalities reverse when \( l > e \).*

Testing hypotheses 1 and 2 does not require measures of the status quo, only change in preferences through shifts in players’s ideal points. An alternative operationalization of these hypotheses relies on indicators of relative preferences only (where is \( l \) vis-à-vis \( e \); where is \( l \) vis-à-vis \( v \)). Partisan theory (Cox and McCubbins 1993) suggests a straightforward mapping of the party status of the branches of government to these relative positions. The auxiliary assumption is that the partisan status of the branches affects distance \( \|l, e\| \): under divided government (when her party does not have majority status in the assembly) it is never smaller than under unified government (when it does). This generates the following hypotheses on veto and override incidence.

**Hypothesis 3** (The Divided Government Surge) *All else equal, (a) veto incidence is higher and (b) override incidence is never lower when government is divided than when it is unified. Formally, if \( d \) is a binary variable (equal to 1 when the executive’s party does not have majority status in the assembly; 0 otherwise), then

\[
(a) \quad \frac{\delta r}{\delta d} > 0 \quad \text{and} \quad (b) \quad \frac{\delta s}{\delta d} \geq 0.
\]

Hypothesis 3b’s greater or equal sign (inherited from Hypothesis 2 and absent from 3a) indicates that \( d = 1 \) is a sufficient condition for vetoes to surge but not for overrides to surge. All else equal, variables \( d \) and \( r \) should be more strongly associated than \( d \) and \( s \).

The majority party size offers another testing opportunity, by approximating the degree of similarity between \( l \) and \( v \). With variation across time and space, parties are nonetheless known for their capacity to increase rank-and-file discipline significantly, especially in votes that party leaders care the most for (Cox 1987; Cox and Poole...
2002; Morgenstern 2003). Construing the legislator as the majority party leader, she should be likelier to exert influence on the pivot when they belong to the same party than when not. Referring to a party with (without) enough seats to override a veto as majority above (below) override level, another auxiliary assumption is that the distance $\|l, v\|$ is never smaller when the party is below than when at or above override level.

**Hypothesis 4** (The Supermajority Thrust) All else equal, (a) veto incidence and (b) override incidence are never lower when the majority party in the assembly is above override level than when it is not. Formally, if $o$ is a binary variable (equal to 1 when the majority party’s share of seats is at or above that required to override; 0 otherwise), then

\[
(a) \frac{\delta r}{\delta o} \geq 0 \text{ and } (b) \frac{\delta s}{\delta o} \geq 0.
\]

The interactive effect of $v$’s location and the preference profile generates the next hypothesis. If, as assumed, divided government leaves $e$ farther from $l$, while being above override level brings $v$ closer to $l$, then the thrust effect of supermajorities is likelier to kick-in when government is divided than when it is unified. To see why, consider that increasing majority party size shifts $v$ closer to $l$ (Figure 4 portrays this as a shift from $v$ to $v'$). With unified government (and $e$ closer to $l$ than to $v$) the jump to $v'$ needed to pass over the “thrust threshold” (ie ideal point $e$) is quite long. With divided government (and $e$ closer to $v$ than to $l$) a shorter jump suffices, thereby further increasing veto incidence.

**Hypothesis 5** (The Size-and-Status Interaction) All else equal, (a) the Supermajority Thrust on veto incidence (from Hypothesis 4a) and (b) on override incidence (from
Hypothesis 4b) are likelier under divided than under unified government. Formally,

\[(a) \frac{\delta(r \mid d = 0)}{\delta_o} \leq \frac{\delta(r \mid d = 1)}{\delta_o} \text{ and (b)} \frac{\delta(s \mid d = 0)}{\delta_o} \leq \frac{\delta(s \mid d = 1)}{\delta_o}.\]

The auxiliary assumption for the next hypothesis is that motivation has an electoral component, Nature sampling larger \(\pi\)s (hence \(\pi = 0\) is less likely) in games more proximal to the next election than in less proximal ones. \(\pi \neq 0\) is a necessary condition for vetoes, like vetoes are a necessary condition for overrides. Due to changing legislator behavior induced by larger \(\pi\)s, veto incidence rises when the small-\(\pi\) condition no longer holds. And the effect of \(\pi \neq 0\) on override incidence cancels when \(\pi\) surpasses \(\tau\) (so override incidence drops again).

**Hypothesis 6 (The Electoral Pulse)** All else equal, (a) the incidence of vetoes increases and (b) the incidence of overrides has an inverted u-shape as the next election gets closer. Formally, if \(p\) measures the Proximity to the next election, then

\[(a) \frac{\delta r}{\delta p} > 0 \text{ and (b)} \frac{\delta^2 s}{\delta p^2} \leq 0.\]

We get another hypothesis by controlling for bicameralism. Portraying assemblies as unitary actors (still quite common in the literature) may be inappropriate when an upper legislative chamber of the assembly can veto proposals before the executive gets a chance to do so. Assuming that split partisan control of the chambers of a bicameral assembly depresses legislative productivity (the legislator choosing to ‘retain \(x_0\)’ more often than when the assembly is unified), the executive will get fewer chances to veto.

**Hypothesis 7 (The Divided Assembly Slump)** All else equal, when a party does not have majority status in both chambers of a bicameral assembly (a) the incidence of executive vetoes and (b) of overrides decreases relative to situations where a party does (or unicameral assemblies). Formally, if \(c\) is a binary variable (equal to 1 when the same party controls both houses; 0 otherwise), then

\[(a) \frac{\delta r}{\delta c} < 0 \text{ and (b)} \frac{\delta s}{\delta c} < 0.\]

5 Veto incidence in state governments

The empirical context for the test are American state governments. Subnational data offer at least two advantages. The veto is well-investigated, with pretty good
understanding of its determinants, but for the U.S. federal government only (Magar 2007 reviews the empirical literature). A systematic study of inter-branch relations in state governments offers a fresher perspective. More important, sub-national data give comparative perspective, letting many factors of interest vary among otherwise quite similar units. Variance in state institutions and party systems give leverage for a test not on offer at the national level.

I re-analyze data in Magar (2007) with slight changes in method and controls. The units of observation are legislative sessions in 49 state governments between 1979 and 1999.8 In total, 1,365 sessions are included in the analysis. The dependent variable is veto.count$_j$, the number of bills the governor vetoed in legislative session $j$. Because sessions differ in length and legislative productivity, the number of bills.passed$_j$ is included among other controls. A negative binomial regression model is specified in search of veto.count$_j$ correlates (Cameron and Trivedi 1998).9 Vetoes in state governments are rare events, as the acute right-skewedness of the distribution of observed vetoes in Figure 5 attests. The distribution has a single mode in zero veto per session, and the frequency drops sharply as the number of vetoes per session rises.

Table 2 summarizes the regression model to analyze veto.count$_j$, session $j$'s average...
Estimated model:

\[
\text{veto.count}_j = \exp(\beta_0 + \beta_1 \text{super.dg}_j + \beta_2 \text{plain.dg}_j + \beta_3 \text{div.assembly}_j + \beta_4 \text{super.ug}_j + \beta_5 \ln(\text{election.proximity}_j) + \ldots + \text{error}_j)
\]

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Coefficient(s)</th>
<th>Prediction Test result</th>
<th>Uncertainty prediction level(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Divided government surge</td>
<td>(\beta_1)</td>
<td>+</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>(\beta_2)</td>
<td>+</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(\beta_1 &amp; \beta_2)</td>
<td>+</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(\beta_1)</td>
<td>+</td>
<td>.001</td>
</tr>
<tr>
<td>4. Supernmajority thrust</td>
<td>(\beta_4)</td>
<td>+</td>
<td>.067</td>
</tr>
<tr>
<td></td>
<td>(\beta_1 &amp; \beta_4)</td>
<td>+</td>
<td>.003</td>
</tr>
<tr>
<td>5. Size and status</td>
<td>(\beta_1 - \beta_4)</td>
<td>+</td>
<td>.012</td>
</tr>
<tr>
<td>6. Electoral pulse</td>
<td>(\beta_5)</td>
<td>+</td>
<td>.001</td>
</tr>
<tr>
<td>7. Divided assembly slump</td>
<td>(\beta_3)</td>
<td>-</td>
<td>.228</td>
</tr>
</tbody>
</table>

Notes: (a) One-tailed test. (b) Wald test.

Table 2: Model, hypotheses, and test summary

Average vetoes given systematic characteristics. The table relates key regressors to hypotheses and reports results. Magar (2007) elaborates on model specification and shows it is quite robust. In the right side are separate indicators for the government status ensuing from the interaction of state institutions and parties. To test hypotheses, three breeds of divided government, and two of unified government, are distinguished. Dummy \(\text{div.assembly}\) indicates sessions with the chambers of bicameral assemblies controlled by different parties. Dummies \(\text{plain.dg}\) and \(\text{plain.ug}\) indicate, for divided and unified government respectively, sessions with the same party in control of both chambers yet below override level in one of them at least. Dummies \(\text{super.dg}\) and \(\text{super.ug}\) do the same for sessions with majority party above override level in both chambers. The five indicators are mutually-exclusive and exhaustive, so \(\text{plain.ug}\) is dropped from the equation to avoid the dummy trap and, therefore, is the baseline for coefficient interpretation.

A rare bird in the U.S. Congress, a party above override level is remarkably common in state assemblies, owing to differences in override rules and party systems.\(^{10}\) Gubernatorial vetoes in six states could be overridden by majority rule in the period, so any majority party in those sessions was perforce above override level. Much higher bars were also within majority party reach in other states, as Table 3 shows. Overall, \(111 + 350 = 461\) sessions in the period, or one-third, the party controlling the unified

\(^{10}\)After 1829, parties above override level are found in the 39\(^{th}\) Congress (1865–67, during the Lincoln administration), the 43\(^{rd}\) (1873–75, Grant), the 74\(^{th}\) and 75\(^{th}\) (1935–39, Roosevelt), and the 89\(^{th}\) (1965–67, Johnson); in all but the first, government was unified.
assembly was above override level. The figure for the U.S. Congress since 1945 is 3 percent.

The right side also includes election.proximity, a measure of how many days (logged) separate the next legislative election and the session’s ending date. This ought to capture the electoral component of the veto. There are also controls for the number of bills.passed in the session (the exposure variable), and indicators for governors with item.veto and pocket.veto powers and for special.sessions. Appendix B reports maximum-likelihood estimates of the model’s coefficients. The text discusses hypotheses and tests only.

Divided government sessions should experience, all else equal, more vetoes on average than unified government of split assembly sessions (hypothesis 3). The prediction is that coefficients $\beta_1$ and $\beta_2$, for divided government indicators, should be positive, as the third column of Table 2 reports. Since the claim should be true regardless of the override level of the majority party, a Wald test that both coefficients are jointly positive was also undertaken. As the fourth and fifth columns of the table report, the null hypotheses (that parameters are $\leq 0$) can be rejected at confidence levels at or below .001 for the three tests—levels much better than the conventional .05. Majorities above override level (supermajorities) should also swell average session veto incidence, other things equal, compared to parties not meeting this requirement (hypothesis 4). The prediction is that coefficients $\beta_1$ and $\beta_4$, for above-override-level indicators, should be positive. Again, the expectation is dissociated from the status of government, so a joint test was also carried. Coefficient $\beta_1$ was discussed above; $\beta_4$ does not clear the test at conventional levels. It is reasonable to argue that the .067-level remains quite acceptable for rejecting the null: that p-value is indicative that we would be wrongly rejecting a true null less than 7 in 100 times.\footnote{The model does not control for party factions, which may interfere to push $\beta_4$ towards negative values. A significant number of states with supermajorities have little real party competition, where

<table>
<thead>
<tr>
<th>Government status</th>
<th>$\frac{1}{2}$</th>
<th>$\frac{3}{5}$</th>
<th>$\frac{2}{3}$</th>
<th>All sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Div. Govt. above override</td>
<td>super.dg</td>
<td>55</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Div. Govt. below override</td>
<td>plain.dg</td>
<td>—</td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td>Div. Assembly</td>
<td>div.assembly</td>
<td>8</td>
<td>5</td>
<td>48</td>
</tr>
<tr>
<td>Unif. Govt. below override</td>
<td>plain.ug</td>
<td>—</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Unif. Govt. above override</td>
<td>super.ug</td>
<td>107</td>
<td>63</td>
<td>43</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>170</td>
<td>100</td>
<td>128</td>
</tr>
</tbody>
</table>

Table 3: Institution–party interactions among observed sessions
defense of the hypothesis is the Wald test for joint significance, reaching the .003 level. With less confidence than for divided government, there is systematic evidence that majorities above override level are associated with more vetoes on average.

Supermajority effect should be larger, other things equal, under divided than unified government (hypothesis 5). The prediction is $\beta_1 > \beta_4$, implying that $\beta_1 - \beta_4$ should be positive. A Wald test rejects the null at the .012 level.

And sessions ending closer to election Tuesday should, other things constant, manifest higher veto averages than sessions ending farther before the election (hypothesis 6). Because \texttt{election.proximity} is coded to take negative values ($-1$ is the measure for maximum closeness), the prediction is that $\beta_5$ should be positive. The null is rejected at the .001 level. Simulations will reveal this effect and other effects on veto incidence more eloquently.

Finally, sessions in divided assemblies should have fewer average vetoes, other factors constant, than those in unified assemblies (hypothesis 7). The prediction that $\beta_3$ is negative fails. The estimate is in fact positive, although far from conventional significance—in statistical terms, it is indistinguishable from zero.

Overall, predictions are borne out quite successfully. Only one of five hypotheses on veto incidence tested was rejected. Another, related to majorities above override level, is borderline. The other three are confirmed with great statistical confidence. The stunts model has empirical content.

I close the section by simulating counterfactual sessions to illustrate vetoes as stunts in state governments. The approach relies on Markov Chain Monte Carlo (MCMC) re-estimation of the regression model, a convenient method to gauge the

---

**Figure 6:** Magnitude and confidence of stunt-related coefficients. MCMC replica of the model. Charts report the median, 50% interval, and 95% interval of posterior coefficient distributions.
Figure 7: Effects of the partisan status of government on expected vetoes. Horizontal lines are 95% and 50% intervals of the expected veto posterior distribution, points indicate the median. Sessions simulated under different partisan configurations had the following features in common: the assembly adjourned one month ahead of the next election having passed 100 bills, the session was regular, and the governor had item but no pocket veto.

joint effect of regression coefficients and predict veto incidence and measure precision (see Gelman and Hill 2007). Figure 6 shows that MCMC estimates of key regressors are very close to the maximum-likelihood discussed so far.\textsuperscript{12} The picture reveals \texttt{super.ug} borderline effect eloquently: the 95 percent interval of posterior coefficient simulations touches the zero at the hip. And \texttt{div.assembly} was expected on the other side of the scale.

The counterfactual leaves session controls constant: the governor has item, but not pocket veto power, the session is regular, and exposure is set to \texttt{bills.passed} = 100. This is convenient because expected vetoes can be read as percentages of bills sent to the governor. Simulations in Figure 7 also set the session’s ending date one month ahead of the legislative election (\texttt{election.proximity} = −30), and reveal the partisan status of government effects. Expect 5.5 vetoes on average per 100 bills passed in a session under plain unified government, the baseline. Super unified government raises this to about 6.5 vetoes per 100 bills, but the simulation spreads of both overlap to a considerable extent—it is somewhat likely that differences may be due to chance alone. Divided government, on the other hand, nearly doubles the expectation in both

\textsuperscript{12}Three chains were updated 410 thousand times each, preserving every fifteen-hundredth iteration from the last 150 thousand as sample of $3 \times 100 = 300$ posterior simulations to derive the results discussed. Gelman and Hill’s (2007) $R \approx 1$ for all model parameters after the burn-in, and effective sample sizes were all above 85, suggesting that the chains had converged towards a steady state with reasonable autocorrelation. WinBUGS (\url{www.mrc-bsu.cam.ac.uk/bugs}) used for MCMC estimation, with packages MASS (Venables and Ripley 2002) and R2WinBUGS (?).
its plain and its super variants. Spreads also grow, yet the overlap of super-divided
government with the baseline is negligible. Executives systematically veto bills even
when an override is highly likely.

The final simulation lets \texttt{election.proximity} vary to reveal the electoral pulse of
vetoes. Figure 8 compares a session held under plain unified government to another
held under plain divided government. Lines simulate expected vetoes per 100 bills for
sessions ending as early as 4 years before election Tuesday and as late as 1 day before.
Dark lines report the median simulation, clear lines are a random sample of posterior
simulations. Note the upward-sloping trend in most simulations. Under plain divided
government, about 8\% bills are predicted vetoed in sessions ending 2 years before the
election, about 8.5\% for sessions ending 1 year before election, and about 10\% for those
ending on election week (all plus or minus 1.5\% vetoes). The growth is substantial:
for a session with average productivity (296 bills) under plain divided government,
expect between 6 and 10 additional vetoes on average, attributable to the electoral
cycle from beginning to end. The effect is more modest for a session under unified
government (bottom set of bars), but still 2 to 4 extra vetoes are distinguishable from
beginning to end of the cycle.

6 Discussion

Several points can be elaborated here.

6.1 Overrides

Offering another position-taking model of the veto is no redundancy. My stunts
model differs from Groseclose and McCarty (2001) in three significant ways. Most
important, their model only lets legislators engage in position-taking (when they
force the executive to veto popular legislation). The stunts game lets the executive
engage in such behavior to her advantage as well (when she vetoes a proposal disliked
by constituents despite certainty that the veto will be overridden). The removal of
this asymmetry conforms to reality while allowing richer interactions between the
branches of government.\textsuperscript{13} I also increase the model’s explanatory power because the

\textsuperscript{13}This asymmetry forces Groseclose and McCarty (2001:111) to conclude that a consequence of any
vetoes is a drop in presidential popularity (see also Prediction 18 from Cameron and McCarty 2004).
Anecdotal evidence from the U.S. (the case they model) provides a notable counterexample. In the
1995–96 budget standoffs, President Clinton’s emphatic vetoes against the Republican majority’s
cuts are generally accepted as paving the way for his 1996 reelection (LeLoup and Shull 1999).
Figure 8: The electoral pulse of the veto. Lighter curves drawn with a random sample of model 1 posterior simulations, heavier ones with the median posterior. Other than assembly adjourning variably vis-à-vis election Tuesday, and reporting unified (bottom) and plain divided government (upper lines) only, simulated sessions are identical to Figure 7’s. Dots at the bottom are sessions’s actual ending dates (y-jittered for visibility). Clustered at zero are many sessions that ended after the election, see text for details.
stunts game also explains overrides, which remain anomalous in the blame game. By this account, the stunts game formalizes Conley and Kreppel’s (xxx) veto typology, proposing conditions for two types of vetoes or stunts. Third, in their model both the assembly and the executive appeal to the same median voter, who then allocates rewards and penalties. Here the assembly represents one set of interests while the executive represents another, possibly different, set of interests. The more distinct are the rules by which legislators and executives are elected, the more important it may be to allow them to serve different electoral masters.

6.2 Ploys v. Stunts re-examined

Predictions can be pitted to those from the theory of vetoes as bargaining ploys. A rigorous comparison of the theories, with a more complete set of predictions is in order, but some initial steps can be offered. Of nine predictions drawn from five stunts hypotheses, only two are shared with Cameron’s theory, as the last column of Table 2 speculates. Both theories predict that the likelihood of a veto augments with plain divided government (Cameron 2000:152-77; also Prediction 5 of Cameron and McCarty 2004).14 This intuitive prediction is in line with the findings of the empirical literature (eg Lee 1975). And since both theories treat the assembly as a unicameral body, the divided assembly control extends with the same prediction: split assemblies depress veto incidence reduce.15

Theories make opposite predictions on the effect of a majority above override level. The causal mechanism in models of vetoes as bargaining ploys is incomplete information on the exact location of other players’ ideal points. In one version of Cameron’s model (the Override game) the exact location of the pivot is unknown. In such circumstances, the executive has a dominant strategy to veto legislation she dislikes (see Cameron 2000:99)—there is a non-zero probability that the proposal made insufficient concessions to please the pivot, and the veto will be sustained. Based on the discussion above, it seems reasonable to expect a veto to be overridden with higher certainty when the majority party in the assembly is above override level than when it is below, diluting executive incentives to veto. The implication from Cameron’s perspective is that veto incidence should be depressed under such circumstances, contrary to the stunts prediction (see Prediction 6 in Cameron and 14In the postwar Congress that Cameron investigates, divided government is tantamount to plain divided government.

15Cameron (2000:138) predicts that split assemblies increase override incidence but remains silent about veto incidence.
Predictions on the effect of a proximal election also seem contrary. In another version of Cameron’s model (the Sequential Veto Bargaining game), the legislator cannot draw a precise line between bills the executive finds acceptable and unacceptable (106). Information asymmetry gives the executive strategic advantage. By vetoing otherwise acceptable policy, she can cultivate a reputation for toughness and, with some probability, harvest bigger concessions in future bargaining. The less the assembly knows about the executive’s preferences, the more attractive sequential veto bargaining becomes. Upon inauguration of a new executive, or immediately after new assembly members are sworn in, the legislator has the least experience contrasting the branches’ relative preferences. The start of a session would therefore seem to provide the most fertile soil for reputation-building vetoes. Experience then takes care of reducing information asymmetries, leaving less room for such breed of veto bargaining towards the end of a legislative term, when the next election approaches. Although this is pure speculation on my part, it seems reasonable to expect veto incidence to drop as elections draw closer (contrary to my prediction). The executive’s diminishing need to build a reputation as the session draws to an end (Prediction 13 in Cameron and McCarty 2004) should reinforce all this.

6.3 The status quo test

Recent methodological developments offer status quo estimates, finally Richman (2011). A direct test of Results 1, 2, and 3 will be doable soon.

7 Conclusion

Forthcoming
Small-π stunts guarantees R+R’s policy predictions, plus vetoes. More explanatory power, yet still parsimonious.

Appendix A: The formal model

To derive the stunts game equilibrium, the first node of the game tree will be referref as the proposal stage of the game, the second as the veto stage, the third as the override stage. The third mode of play in the text (not analyzed) will be expanded into two separate modes so that, in all, the game can be in four modes of play: the
standard \((\pi = 0)\), the lexicographic \((0 < \pi < \tau)\), the trade-off \((\tau \leq \pi < 1)\), and the stunts-only \((\pi = 1)\) mode. And if \(u_i\) cannot break indifference, player \(i\) arbitrarily chooses \(x_0\).

Two Definitions, a Lemma and a Theorem generate the results in the paper.

**Definition** Let \(e_0, v_0 \in [0, 1]\) be the executive and the pivot’s respective cutpoints, where
\[
e_0 = 2e - x_0 \quad \text{and} \quad v_0 = 2v - x_0.
\]

**Definition** Let \(\wp_e\) and \(\wp_v\) be the executive and the pivot’s respective preferred-to sets, where
\[
\wp_e = \begin{cases} 
(x_0, e_0) & \text{if } x_0 \leq e_0 \\
(e_0, x_0) & \text{if } x_0 > e_0
\end{cases}
\quad \text{and} \quad
\wp_v = \begin{cases} 
(x_0, v_0) & \text{if } x_0 \leq v_0 \\
(v_0, x_0) & \text{if } x_0 > v_0
\end{cases}.
\]

**Lemma 1** Player \(i\) outcome-prefers policy inside her preferred-to set \((\text{Eq. 5})\) to the status quo, finds her cutting point \((\text{Eq. 4})\) outcome-equivalent to the status quo, and outcome-prefers the status quo to policy outside her preferred-to subset. Formally,
\[
\forall \omega \in \wp_i, \omega' \notin \wp_i : Policy_i(\omega) > Policy_i(x_0) = Policy_i(i_0) > Policy_i(\omega').
\]

**Proof** Consider the executive. Given that by Eq. 3 \(Policy_e\) is single-peaked and symmetric around \(e\); that by Eq. 4 \(e\) lies at the center of \(\wp_e\); and that by definition the extremes of \(\wp_e\) are outcome-equivalent for the executive, it follows that no point outside \(\wp_e\) produces higher outcome-payoff than any point inside \(\wp_e\) (all are further away from \(e\), which by Eq. 3 implies a lower outcome-payoff). Because \(x_0\) strictly delimits \(\wp_e\), it is closer to \(e\) (and by Euclidian utility yields higher outcome-payoff) than any point outside \(\wp_e\) except \(e_0\); likewise, any point within the bounds of \(\wp_e\) is closer to \(e\) (and by Eq. 3 yields higher outcome-payoff) than \(x_0\). Because outcome payoffs are defined in the same way for the legislator and for the pivot, this extends to any player \(i\).

**Theorem 1** (The equilibrium of the stunts game) Letting \(x^*\) be the legislator’s optimal proposal, \(y^*(x)\) and \(z^*(x)\) be the executive and pivot’s respective best replies to proposal \(x\), \(\epsilon > 0\) an infinitesimal number, the following set of strategies and threshold \(\tau^*\) define the sub-game perfect Nash equilibrium when \(l \leq e\) (the result is symmetric otherwise):
Lemma 1: If $x$ should sustain the veto to retain $x$, the legislator should propose it. (b) If $l < x$, she should again veto. But when $l < x$, override the veto to get $\omega$. Proof. Equilibrium is derived by backwards induction. Consider first the case where $\pi = 0$ and only the outcome term of utility needs analysis: $u_i(\omega | a) = \text{Policy}_i(\omega) - \text{Policy}_i(x_0)$. Override stage. In light of utility maximization, the pivot’s optimal choice follows from Lemma 1: if $x \in \varphi_v$ then $\text{Policy}_v(x) > \text{Policy}_v(x_0)$ so she should override the veto to get $\omega = x$; if $x \notin \varphi_v$ then $\text{Policy}_v(x) < \text{Policy}_v(x_0)$ and she should sustain the veto to retain $x_0$. Veto stage. the executive’s choice also follows from Lemma 1: if $x \in \varphi_v$ then $\text{Policy}_e(x) > \text{Policy}_e(x_0)$ and she should accept the proposal to get $\omega = x$; if $x \notin \varphi_v$ then, looking down the game tree through $z^*(x)$, she sees two scenarios. When $x \in \varphi_v$ the veto will be overridden, so actions $a = x_0$ (veto) and $a = x$ (accept) bring about the same outcome: $\omega = x$. This is a situation where the executive faces “outcome-indifference between actions” (OIA for short); she should arbitrarily veto. But when $x \notin \varphi_v$, the veto will be sustained, with preferable outcome $x_0$; she should again veto.

Proposal stage. With $l \leq e$, three preference profiles (I, II, and III) are feasible; the proof considers all locations of $x_0 \in [0, 1]$ in each profile. (I) Profile $v \leq l \leq e$. (a) If $x_0 \leq l$ then, by Eq. 4, $l < e_0$ (because $l \leq e$). So, by Eq. 5, $l \in \varphi_e$. By $y^*(x)$ the executive will accept proposal $x^* = l$ which maximizes $\text{PolicyGain}_i$ and the legislator should propose it. (b) If $l < x_0$ then, by Eq. 4, $v_0 < l$ (because $v \leq l$).
So, by Eq. 5, \( l \in \varphi_v \). By \( y^*(x) \) the executive will accept \( x^* = l \) which she again be proposed. (II) Profile \( l < v < e \). (a) If \( x_0 \leq l \) then \( l \in \varphi_v \) and the case is identical to Ia. (b) If \( l < x_0 \leq v \) then it can be verified that, by Eq. 3 and provided \( \epsilon > 0 \) is small, Policy\(_i\)(\( x_0 + \epsilon \)) < Policy\(_i\)(\( x_0 \)) < Policy\(_i\)(\( x_0 - \epsilon \)). Eqs. 4 and 5 reveal that proposal \( x = x_0 + \epsilon \notin \varphi_v \); and \( y^*(x) \) that the executive would accept it; but such proposal brings PolicyGain\(_i\) < 0; they also reveal that the desirable proposal \( x = x_0 - \epsilon \notin \varphi_v \cup \varphi_v \), and \( y^*(x) \) and \( z^*(x) \) reveal that this proposal would be vetoed and the veto sustained. So the best the legislator can achieve is to retain \( x_0 \) by proposing nothing. (c) If \( v < x_0 \leq (2v - l) \) then, by Eq. 4, \( l < v_0 < v \) and it can be verified that Policy\(_i\)(\( x_0 \)) = -\( |x_0 - l| \) < Policy\(_i\)(\( v_0 \)) = -\( |v_0 - l| \). Since \( v_0 \notin \varphi_v \cup \varphi_v \) (because \( v < e \)) then by \( y^*(x) \) and \( z^*(x) \) we conclude that \( x = v_0 \) would trigger a sustained veto. By Eq. 5, provided \( \epsilon > 0 \) is small, \( v_0 + \epsilon \in \varphi_v \), and by \( y^*(x) \) the executive will accept such proposal, leaving the legislator with payoff \( u_i(x = v_0 + \epsilon) = -|v_0 - l| + |x_0 - l| \). Since this payoff is larger than the former, \( x^* = v_0 + \epsilon \) should be proposed. (d) If \( (2v - l) < x_0 \) then, by Eq. 4, \( v_0 < l \) and by Eq. 5, \( l \in \varphi_v \). It follows by \( y^*(x) \) that the executive would accept proposal \( x^* = l \), which should be proposed. (III) Profile \( l \leq e \leq v \). (a) If \( x_0 \leq l \) then \( l \in \varphi_v \) and the case is identical to Ia. (b) If \( l < x_0 \leq e \) then the case is analytically equivalent to IIb, with the executive in lieu of the pivot, and no proposal should be made. (c) If \( e < x_0 \leq (2e - l) \) then the case is like IIc with executive and pivot reverted: the optimal proposal is \( x^* = e_0 + \epsilon \). (d) And if \( (2e - l) < x_0 \) then \( l \in \varphi_v \) so by \( y^*(x) \) the executive accepts \( x^* = l \), which should be proposed.

Consider now the case where \( \pi = 1 \) and \( u_i(\omega \mid a) = \text{Position}_i(a) \). Players judge the value of their actions independent of the outcome generated. Analysis of \( \text{Position}_i \), is, in fact, identical to that of Policy\(_i\). It has the same functional form (\( \text{Position}_i(a) = -|a - i| \)) and evaluates the same inputs (\( A_i = x, x_0 \)). Therefore \( \arg\max_{\omega=x,x_0} \text{Policy}_i(\omega) = \arg\max_{a=x,x_0} \text{Position}_i(a) \). Override stage. By Lemma 1, if \( x \in \varphi_v \) then \( a = x \) (override) is optimal; if \( x \notin \varphi_v \) then \( a = x_0 \) (sustain) is optimal. Veto stage. If \( x \in \varphi_v \) then \( a = x \) (accept) is optimal; if \( x \notin \varphi_v \) then \( a = x_0 \) (veto) is optimal. Proposal stage. \( x^* = l \) maximizes \( \text{Position}_i(a) \), hence this is the optimal proposal (unless \( x_0 = l \), in which case, arbitrarily, she proposes nothing).

Consider now the case where \( \tau < \pi < 1 \). Given the game’s structure, player \( i \) confronts one of three types of feasible action-outcome pairings: (1) \( \omega = a \forall a \in A_i \); (2) \( \omega = x_0 \forall a \in A_i \); and (3) \( \omega = x \forall a \in A_i \). (The fourth pairing, \( \omega = x_0 \) if \( a = x \) & \( \omega = x \) if \( a = x_0 \) is impossible given the sequence of play.) Note first that when \( \omega = a \forall a \in A_i \) then Policy\(_i\)(\( \omega \mid a = x \)) = Policy\(_i\)(\( x \)) = Position\(_i\)(\( a = x \))
and \( \text{Policy}_i(\omega \mid a = x_0) = \text{Policy}_i(x_0) = \text{Position}_i(a = x_0) \). So the \( \text{Position} \) component reinforces choice made by the \( \text{PolicyGain} \) criterion, and player \( i \) decides as when \( \pi = 0 \) regardless of \( 0 < \alpha < 1 \). Note next that pairings of types (2) and (3) necessarily leave player \( i \) in a state of OIA (both imply that \( \text{Policy}_i(\omega \mid a = x) = \text{Policy}_i(\omega \mid a = x_0) \)) so \( u_i \) is determined by \( \text{Position}_i \) only, making players decide as when \( \pi = 1 \) regardless of \( 0 \leq \pi \leq 1 \). This simplifies analysis considerably.

**Override stage.** Unlike other players whose actions can be reversed down the game tree, the pivot’s are final, so she may only face type (1) action-outcome pairings. (I rule out the case where \( x = x_0 \) by treating it as if the legislator had proposed nothing, ending the game). Equilibrium strategy \( z^*(x) \) thus remains the same as when \( \pi = 0 \) regardless of \( 0 \leq \pi \leq 1 \). Note that pairings of types (2) and (3) necessarily leave player \( i \) in a state of OIA (both imply that \( \text{Policy}_i(\omega \mid a = x) = \text{Policy}_i(\omega \mid a = x_0) \)) so \( u_i \) is determined by \( \text{Position}_i \) only, making players decide as when \( \pi = 1 \) regardless of \( 0 \leq \pi \leq 1 \). This simplifies analysis considerably.

**Negative stage.** Unlike other players whose actions can be reversed down the game tree, the pivot’s are final, so she may only face type (1) action-outcome pairings. (I rule out the case where \( x = x_0 \) by treating it as if the legislator had proposed nothing, ending the game). Equilibrium strategy \( z^*(x) \) thus remains the same as when \( \pi = 0 \) regardless of \( 0 \leq \pi \leq 1 \). Note next that pairings of types (2) and (3) necessarily leave player \( i \) in a state of OIA (both imply that \( \text{Policy}_i(\omega \mid a = x) = \text{Policy}_i(\omega \mid a = x_0) \)) so \( u_i \) is determined by \( \text{Position}_i \) only, making players decide as when \( \pi = 1 \) regardless of \( 0 \leq \pi \leq 1 \). This simplifies analysis considerably.

**Override stage.** Unlike other players whose actions can be reversed down the game tree, the pivot’s are final, so she may only face type (1) action-outcome pairings. (I rule out the case where \( x = x_0 \) by treating it as if the legislator had proposed nothing, ending the game). Equilibrium strategy \( z^*(x) \) thus remains the same as when \( \pi = 0 \) regardless of \( 0 \leq \pi \leq 1 \). Note next that pairings of types (2) and (3) necessarily leave player \( i \) in a state of OIA (both imply that \( \text{Policy}_i(\omega \mid a = x) = \text{Policy}_i(\omega \mid a = x_0) \)) so \( u_i \) is determined by \( \text{Position}_i \) only, making players decide as when \( \pi = 1 \) regardless of \( 0 \leq \pi \leq 1 \). This simplifies analysis considerably.

**Proposal stage.** Unlike the executive, who is or is not in a state of OIA depending on factors (proposal \( x, x_0, e, \) and \( v \)) out of her control, the legislator has leverage in this matter. In certain game conditions, a certain proposal puts her in OIA (hence behaving as when \( \pi = 1 \)) but others do not (hence behaving as when \( \pi = 0 \)). Whether to make one proposal or the other depends on the actual \( \pi \)—her willingness to concede \( \text{PolicyGain} \) while sacrificing some \( \text{Position} \). I consider first the proposal stage when \( \pi \) is infinitesimally small, leaving \( u_i(\omega \mid a) = (1 - \pi)\text{PolicyGain}_i(\omega) + \pi\text{Position}_i(a) \) while also guaranteeing that the outcome term always overshadows the action term; formally

\[
\forall \text{Position}_i(a) : \begin{cases} 
  u_i(\omega \mid a) > 0 & \text{if } \text{PolicyGain}_i(\omega) > 0 \\
  u_i(\omega \mid a) < 0 & \text{if } \text{PolicyGain}_i(\omega) < 0 \\
  u_i(\omega \mid a) = \pi\text{Position}_i(a) & \text{if } \text{PolicyGain}_i(\omega) = 0. 
\end{cases}
\]

When Eq. 6 holds, the legislator is always willing to capture any feasible \( \text{PolicyGain} > 0 \), no matter how small, thus behaving as when \( \pi = 0 \). He starts behaving as when \( \pi = 1 \) only when no feasible \( \text{PolicyGain} \) is in sight. From \( y^*(x) \) and \( z^*(x) \), she knows that this happens whenever \( l < x_0 < \min(e, v) \): as when \( \pi = 1 \), she should
propose \( x = l \). In all other cases \((v \leq l \leq e \text{ or } \{(l < v < e \text{ or } l \leq e \leq v) \text{ & } (x_0 \leq l \text{ or } \min(e_0, v_0) \leq x_0)\})\) she should make the same equilibrium proposal as when \( \pi = 0 \).

Last, \( \tau \) must be determined: Eq. 6 holds if, and only if \( \pi < \tau \). Therefore \( \pi = \tau \iff (1 - \pi)\text{\text{PolicyGain}} = \pi\text{\text{Position}} \). By factorizing \( \pi \) it can be established that

\[
\tau = \frac{|\text{PolicyGain}|}{|\text{PolicyGain}| + |\text{Position}|}.
\]

In some conditions \( \pi \)'s size is of no importance (any \( \pi \) makes the legislator negotiate as in the standard model, so \( \tau = 1 \)). In others, only when \( \pi = 0 \) does the legislator behave as in the standard model (so \( \tau = 0 \)). And in others, Eq. 7 sets the precise threshold for \( \pi \) below which the legislator negotiates as in the standard model, above which she may generate conflict.

Figure 3 summarizes the small-\( \pi \) equilibrium proposals and outcomes uncovered so far in the proof. \( \text{PolicyGain}_i \) and \( \text{Position}_i \) do not conflict whenever the game has equilibrium outcome \( \omega^* = l \) (ie., when \( x_0 \in z_1 \cup z_2 \cup z_3 \cup z_4 \cup z_7 \cup z_8 \cup z_9 \cup z_{12} \)). In these cases \( \tau = 1 \): even a unit \( \pi \) makes the legislator behave as when \( \pi = 0 \). Neither do they conflict when no proposal with \( \text{PolicyGain}_i > 0 \) is feasible (ie., \( x_0 \in z_5 \cup z_{10} \)). In these cases \( \tau = 0 \). They may conflict when the legislator has to make policy concessions to get an outcome (ie., when \( x_0 \in z_6 \cup z_{11} \)); only \( \pi < \tau \) makes the legislator concede. The compromise proposal is \( x = \min(e_0, v_0) + \epsilon \). We can compute the legislator’s \( \text{PolicyGain}_i \) and \( \text{Position}_i \) to establish, with Eq. 7, that

<table>
<thead>
<tr>
<th>condition</th>
<th>( \text{PolicyGain}_i \geq 0 )</th>
<th>( \text{Position}_i \leq 0 )</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_0 \in z_6 )</td>
<td>(</td>
<td>x_0 - l</td>
<td>-</td>
</tr>
<tr>
<td>( x_0 \in z_{11} )</td>
<td>(</td>
<td>x_0 - l</td>
<td>-</td>
</tr>
</tbody>
</table>

When \( \tau < \pi < 1 \) the legislator chooses as when \( \pi = 1 \). \( \blacksquare \)

**Corollary 1** When \( \pi = 0 \) then \( y^*(x^*) \neq x_0 \forall x^* \in [0, 1] \).

**Proof** Set \( \pi = 0 \) and \( l \leq e \), and rely on the reaction functions defined in the Theorem. (1) If \( x_0 \leq l \) then \( x^* = l \); since \( x^* \in \varphi_e \) (because \( l \leq e \)), \( y^*(x) = x \) (she accepts). (2) If \( \min(e_0, v_0) \leq l < x_0 \) then \( x^* = l \); since \( x^* \in \varphi_e \cup \varphi_v \) (because \( \min(e_0, v_0) \leq l < x_0 \)), \( y^*(x) = x \) (she accepts). (3) If \( l < \min(e_0, v_0) \leq x_0 \) then \( x^* = \min(e_0, v_0) + \epsilon \).
since $x^* \in \varphi_e \cup \varphi_v$ (because $\min(e_0, v_0) \leq x_0$), $y^*(x) = x$ (she accepts). (4) If $l < x_0 < \min(e_0, v_0)$ then $x^* = x_0$, ending the game. By symmetry, all inequalities reverse when $l > e$. In neither of the mutually exclusive and exhaustive cases does the equilibrium path involve a veto. □

**Corollary 2** (Result 1) When $l \leq e$ and $0 < \pi < 1$ then $y^*(x^*) = x \iff \{x_0 \leq l$ or $(2e - l < x_0 \land v < e) \lor (e < x_0 \land e \leq v)\}.$

**Corollary 3** (Result 2) When $l \leq e$ and $0 < \pi < 1$ then $y^*(x^*) = x_0 \iff \{(l < x_0 < (2e - l) \land v < e) \lor (l < x_0 \leq e \land e \leq v)\}.$

**Corollary 4** (for Result 3) When $l \leq e$ and $0 < \pi < 1$ then $y^*(x^*) = x_0 \iff z^*(x^*) = x \iff \{(v \leq x_0 < (2e - l) \land l < v < e) \lor (l < x_0 < (2e - l) \land v \leq l)\}.$

**Proof** Holding $0 < \pi < 1$ and $l \leq e$, eight cases deserve consideration in light of the Theorem. (1) If $x_0 \leq l$ then $x^* = l \in \varphi_e$ so $y^*(x) = x$ (accept). (2) If $2e - l < x_0$ then $x^* = l \in \varphi_e$ so $y^*(x) = x$ (accept). (3) If $l \leq v \leq e$ and $x < l \leq x_0 \leq (2e - l) \iff v_0 \leq l$ then $x^* = l \in \varphi_e$ and $x \in \varphi_v$ so $y^*(x) = x_0$ (veto) and $z^*(x) = x$ (override). (4) If $l < v < e$ and $l < x_0 \leq v \iff x_0 \leq v_0$ then $x^* = l \notin \varphi_e \cup \varphi_v$ so $y^*(x) = x_0$ (veto) and $z^*(x) = x_0$ (sustain). (5) If $l < v < e$ and $v < x_0 \leq (2e - l) \iff l \leq v_0 < v$ then $x^* = v_0 + e \notin \varphi_e \cup \varphi_v$ so $y^*(x) = x_0$ (veto) and $z^*(x) = x$ (override). (6) If $l < v < e$ and $(2e - l) < x_0 \leq (2e - l) \iff l \leq v_0 < l$ then $x^* = l \notin \varphi_e$ and $x^* = x_0$ (veto) and $z^*(x) = x_0 (\text{override}).$ (7) If $l \leq e \leq v$ and $l < x_0 \leq e \iff x_0 \leq e_0 < l$ and $x_0 < v_0$ then $x^* = l \notin \varphi_e \cup \varphi_v$ so $y^*(x) = x_0$ (veto) and $z^*(x) = x_0$ (sustain). (8) If $l \leq e \leq v$ and $e < x_0 \leq (2e - l) \iff l \leq e_0 < x_0$ then $x^* = e_0 + e \in \varphi_e$ so $y^*(x) = x$ (accept).

In cases (1), (2), and (8) $y^*(x) \neq x_0$ (veto); the underlying conditions boil down to those in Corollary 2. In cases (3), (4), (5), (6), and (7) $y^*(x) = x_0$ (veto); the underlying conditions boil down to those in Corollary 3. In cases (4) and (7) $y^*(x) = x_0$ (veto) and $z^*(x) = x_0$ (sustain) while in cases (3), (5), and (6) $y^*(x) = x_0$ (veto) and $z^*(x) = x$ (override); the underlying conditions boil down to those in Corollary 4. Because cases (1–8) are mutually-exclusive and exhaustive possible combinations, this proves Corollaries 2, 3, and 4. □
Appendix B: A model of veto incidence in legislative sessions of state governments, 1979–99

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\hat{\beta}^a$</th>
<th>Standard error</th>
<th>p-value$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-3.20</td>
<td>0.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>super.dg</td>
<td>0.46</td>
<td>0.14</td>
<td>.001</td>
</tr>
<tr>
<td>plain.dg</td>
<td>0.63</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>div.assembly</td>
<td>0.14</td>
<td>0.11</td>
<td>.228</td>
</tr>
<tr>
<td>super.ug</td>
<td>0.16</td>
<td>0.11</td>
<td>.134</td>
</tr>
<tr>
<td>ln(election.proximity)</td>
<td>0.07</td>
<td>0.02</td>
<td>.002</td>
</tr>
<tr>
<td>ln(bills.passed)</td>
<td>0.96</td>
<td>0.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>item.veto</td>
<td>0.73</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>pocket.veto</td>
<td>-0.25</td>
<td>0.07</td>
<td>.001</td>
</tr>
<tr>
<td>special.session</td>
<td>-0.16</td>
<td>0.18</td>
<td>.335</td>
</tr>
</tbody>
</table>

Log likelihood = $-3,699$

N = 1,365

Notes: (a) Maximum-likelihood negative binomial method of estimation. (b) Two-tailed tests.

References


Evrard, Marius. 1908. *Le droit de veto dans le conclaves*. Paris: S.N.


34


